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METO/IUKA OHEHKHX TOYHOCTHU AJIT'OPUTMOB
NCKYCCTBEHHOI'O HHTEJUVIEKTA HA OCHOBAHHNH KPUBBIX
RECEIVER OPERATING CHARACTERISTIC

[TewoB I1. A., cryaent rpynnst UT6-162, IV kypce
[Iporoapsakonos A.B., ! k.T.H., qoueHT
Ky3z0bacckuii rocynapcTBeHHbIN TexHu4Yeckuil yauBepcurer umeHu T.®@. ['opbaueBa
r. KemepoBo

bubruomexa sCikit-learn onpedensiem nabop ynxyuii ons cozoanus eusya-
au3ayUll 011 MAwunHo2o obyuenus. Kniouegvlie 0cobeHHOCU — BO3MOICHOCDL
ObICMpPo2o NOCMpoenUst 2paguKos U BU3VAILHLIX KOPPEKMUPOBOK Oe3 nepecyema
OaHHbIX. B smoii cmamve npodemoncmpupyem, Kax uUcnoib308amsv OUOIUOMEKY
ons euzyanuzayuu, cpaguusas kpusvie ROC (receiver operating characteristic).

[lepBoHaUaNbHO 3arpy3uM JaHHBIE M OOy4YMM MOJIETb MAIIMHHOTO 00yde-
Hus. Mojienbsto OyJeT BhICTynaTh ABOMYHBIN kinaccudukarop. [IpeacraBus 3amauy
KaK JIBOUYHYIO Kjaccuukaiuio, o0ydyaeM KiacCU(PUKATOp OMOPHBIX BEKTOPOB HA
Habope TPEHHPOBOUHBIX JAAHHBIX (PUCYHOK |1 oTOOpa)kaeT cocTaB MPOrPaMMHOIO
KoJ1a, TpeOyromerocs s o0y4eHus KiiaccupukaTopa)

import matplotlib.pyplot as plt

from sklearn.svm import SVC

from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import plot roc curve

from sklearn.datasets import load wine

from sklearn.model selection import train_test split

X, vy = load_dataset(return X y=True)
y =y == 2
X train, X test, y train, y test = train test split(X, y, random state=42)

svc = SVC(random state=42)
svc.fit(X_train, y train)

SVC(C=1.0, break ties=False, cache size=28@, class weight=None, coefe=6.0,
decision_function_shape="ovr', degree=3, gamma='scale', kernel="rbf’,
max_iter=-1, probability=False, random state=42, shrinking=True, tol=86.001,
verbose=False)

Pucynox 1. OOy4eHure MOJEeIN OMOPHBIX BEKTOPOB.

[IpuBeneHHbIN pUCYHOK (PUCYHOK 1) oTOOpa)kaeT CIeAyrONIyl0 MOoCiiea0Ba-
TEJIbHOCTh JEUCTBUMN: 3arpy3Ka JaHHBIX U3 JaTacera, IPUCBOCHUE 3HAYCHUN METO-

! Hayunmlii pykoBoaUTENb
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aom train_test_split (pa3menenue maraceta Ha TPEHHUPOBOUYHBIE M TECTOBBIC JaH-
HbI€) B 0003HAUYCHHBIC MEPEMEHHbIE, Iepeada MmapaMerpa ajlropuTMy OMOPHBIX
BEKTOPOB M 00yUYE€HHUE MOJIEIIH.

Tenepr mnpuctynum kK mnoctpoeHuto kpuBod ROC dyepes wmeton
plot roc_curve. OObEKT KpUBOM, MOJydYaeMblii B Pe3yJIbTaTe MOCTPOCHUSI KPUBOM
ROC, BnocneacTBuu MOKET OBITh UCIOJB30BaH B aHAIUTUKE OyaymuX rpadukoB
U KpHBBIX (PUCYHOK 2 OTOOpa)kaeT MpOrpaMMHBIN KOJ JJIs TOJYyYEeHHs] KPUBOM U
kpuByro ROC)

svc_disp = plot roc curve(svc, X test, y test)
plt.show()

10 A1

0.8 1

0.6 1

0.4 1

True Positive Rate

0.2 1

0.0 0.2 04 0.6 0.8 10
False Positive Rate

Pucynok 2. [Tonyuenne kpuBoit ROC.

['paduix umeeT ocoObie Ha3BaHUS OCEH:

o False Positive Rate — mo1st TOXKHBIX MOJIOKUTEIBHBIX KiIaccupukaiuii. [103-
BOJISIET OIMUCATh CKOJIBKO M3 OOIIEr0 4YMcjia HETaTUBHBIX CYIIECTBYIOIINX
3HAYCHUN TMpe/ICcKa3aHbl ObUIM KaK JIO)KHO ITO3UTHBHBIC (MHBIMH CJIOBaMH,
YTO MOJIEh Hallia OMHMOKY B JaHHBIX OOIEro Jaracera, HO B PEAbHOCTH
ATOM OMMOKH HE CYIIECTBYET — MPUMEPOM MOXKET CITY>KHUT JIOKHBIN PE3yIib-
TaT aHAJIU30B);

e True Positive Rate — monst BepHBIX MOJOXKHUTEIBbHBIX Kiaccudukarmii. To
€CTh TO, Ha CKOJIbKO B MOJIHOM O0BEME aJITOPUTM OMPENEIIIeT MPaBUIbLHbIE
pEIIeHUs U3 BCEX BO3MOMKHBIX.
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Jlo0aBUM JOMOJHUTENbHBIA QJITOPUTM — QJITOPUTM MAIIMHHOTO OOy4YeHUS
CIIy4alfHOTO Jieca; 3TOT aJITOPUTM OyeT 00yUeH aHAJIOTUYHBIM 00pa30M Ha TOM ke
camoM Habope nanubiX. [IpeacraBum xapakrepuctuky kpuBoit ROC anropurma u
IPOaHATU3UPYEM PE3yJIbTaThl (PUCYHOK 3)
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Pucynox 3. Kpussie ROC anroputmoB city4aitHOro jieca U OIOPHBIX BEKTOPOB.

Jlormuecku cienyer, 4yTO HICalbHBIM BapHaHTOM CIYKUT Takas KpuBas
ROC, xotopas mpoxouina Obl 4epe3 TpU KOOPAUHATHBIX TOYKUA — HTO HA4yajao KO-
opaunat (0,0), Touka (0,1) u (1,1). Takoit BapuaHT NPaKTUUECKH HEBO3MOXKHO pea-
JN30BaTh, HO JOCTUYb HanOoJIee JTydIlero Juist TpedyeMoil 3a1auu OTBETA MOMOXKET
ROC xpuBas, Giarogapst KOTOPOU MOSBISETCS BO3MOKHOCTh BU3YaJIbHOM OIEHKH
TOYHOCTH aJITOPUTMOB MAIIMHHOTO 00yueHus. Tak, Ha MpeapIayeM pUCyHKe (pH-
CYHOK 3) 3THM aJrOpUTMOM CTaJl CIIy4aiHbIN JieC, HO B pa3HbIX 3ajadax Oosee omn-
TUMaJIbHBIMU MOTYT CTaTh COBEPIICHHO IPYTHE aITOPUTMBI, UTO eHIi€é pa3 J0Ka3bl-
BA€T BAKHOCTH OLICHKU aIrOpUTMOB Ha ocHOBE KpuBbix ROC.

Cnucok Jureparypsbl:
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